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1. 

Bifurcation is an important non-linear phenomenon that can occur in many engineering
dynamic systems. A system is said to be very ‘‘weak’’ if the bifurcation parameter is in
the neighborhood of the bifurcation point. In such a system, any small perturbation can
change its dynamical properties. There are books [1–3], for example, that deal with
bifurcations in systems disturbed by deterministic excitations. The study of bifurcations
of systems under stochastic excitations has only been pursued in the past decade or so.
Typical examples are reported in references [4–11]. In reference [4], it was incorrectly
concluded that the bifurcation point depends on the order of statistical moment of
response. Mathematically, the techniques [8–10] based on the largest Lyapunov exponents
of linearized oscillators seem to be the most rigorous ones. However, the largest Lyapunov
exponent of a linearized oscillator provides only the necessary condition for bifurcation
analysis of non-linear oscillators and, therefore, additional tools are required. The
technique based on using the largest Lyapunov exponent of the linearized system and the
stochastic centre manifold theorem requires the determination of the stochastic centre
manifold [8]. The latter, in turn, calls for the computation of the cocycle of non-linear
diffeomorphisms, which remains the major difficulty for general two- and higher-dimen-
sional problems. On the other hand, the technique based on the largest Lyapunov exponent
and the method of stochastic averaging of Khas’minskii, applied to two first order
equations describing the response and energy of the oscillators, assumes the existence of
a stationary probability density distribution [9]. In reference [11], application of the theory
of moment Lyapunov exponents [12] has been made for the bifurcation analysis. It should
be noted that the theory of Lyapunov exponents hinges around Oseledec’s ergodic theorem
[13]. The validity of the latter theorem in the theory of moment Lyapunov exponents for
non-linear system is not clearly shown. As the moments of responses of systems under
stationary excitations are stationary and are independent of time, it seems that the
existence of the limit in time in the definition of a moment Lyapunov exponent for
non-linear systems cannot be established. Furthermore, while the Lyapunov exponents are
analogues to the eigenvalues of deterministic systems and therefore have ample physical
meaning, moment Lyapunov exponents are difficult to interpret physically. For linearized
systems the moment Lyapunov exponents have been regarded, roughly speaking, as the
exponential growth or decay rate. On the other hand, for non-linear systems such an
interpretation is far from satisfactory.
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Consequently, in the investigation reported here the Hopf bifurcations of a general
non-linear system that is disturbed by stationary stochastic excitations are studied. We
focus our study on the cases in which the system undergoes supercritical and subcritical
Hopf bifurcations when the stochastic excitations are removed. Our analysis is based
mainly on the perturbation method [2], the stochastic averaging of Stratonovich [14], some
results from the theory of singularity and group theory [3], and the results of the stability
analysis of Brouwers [15]. This novel approach is different from those based on the
application of the largest Lyapunov exponent of the system.

2.    

Consider the equation

dy/dt=F(y, l)+zo[Ar fr (t)]y, r=1, 2, . . . , n, (1)

where y=(y1, y2) is a two-dimensional state vector, F: R2 ×R:R2 is Ca and is defined
on a neighborhood of the origin (0, 0); Ar (l) (r=1, 2, . . . , n) are constant 2×2 matrices
which are Ca in l, fr (t) are uncorrelated broadband stationary stochastic processes with
zero mean values, =o =�1 and fr (t) has an arbitrary smoothly varying spectral density
function. For the unperturbed system, that is, o=0, we assume that (1) F(0, l)=0 and
A(l)=DyF(0, l), and (2) A(l) has eigenvalues s(l)+ iv(l) and s(0)=0, v(0)=1 and
s'(0)$ 0, in which the prime denotes differentiation with respect to l.

Theorem 1 [3]. Under assumptions (1) and (2), if rz $ 0 then the bifurcation solutions
of the unperturbed system are Z2-equivalent to d1x3 − dxl, where d1 = sgn rz ,
d=sgn s'(0),

rz =−1
4 Re {d�T · [d2F(c, a0)+ d2F(c̄, a2)+ 1

4d
3F(c, c, c̄)}, (2)

Ac=ic, ATd=−id, d�Tc=2, (3)

Aa0 =−1
2d

2F(c, c̄), (A−2iI)a2 =−1
4d

2F(c, c), A0A(0), (4, 5)

and where the overbar denotes the complex conjugate, the superscript T denotes the
transpose, and the remaining symbols are defined in reference [3].

We study the effect of the stationary stochastic excitations on a system with Hopf
bifurcations. It is well known that there are two types of Hopf bifurcation in the system
defined by equation (1) when the excitations are removed [3]. These are the supercritical
and subcritical Hopf bifurcations [2, 3]. An important question to ask at this stage is as
follows: For a system disturbed by stochastic excitations, do we have the aforementioned
types of bifurcations or not? We shall attempt to answer this question in the following
sections.

3. 

From equation (1), when o=0, we have

ẏ=F(y, l), (6)

where the overdot denotes differentiation with respect to time t. Expanding F(y, l) in a
Taylor’s series about the point (0, 0), and representing the second and third homogeneous
polynomials as H2(y) and H3(y), we have

ẏ=Ay+ l$ s'(0)
−v'(0)

v'(0)
s'(0)%y+H2(y)+H3(y)+ o(y3, l), (7)
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where A=A(0), as defined in equation (5), and

H2(y)=6B(1)
ij yiyj

B(2)
ij yiyj7iE j

(i, j=1, 2),

H3(y)=6C(1)
ijk yiyjyk

C(2)
ijk yiyjyk7iE jE k

(i, j, k=1, 2),

and where B(1)
ij , B(2)

ij , C(1)
ijk and C(2)

ijk , are constants.
By making use of equations (2)–(5) and performing some lengthy algebraic

manipulations, one obtains

rz =−1
8(2B(1)

11 B(2)
11 −B(1)

11 B(1)
12 −B(1)

12 B(1)
22 −2B(1)

22 B(2)
22

+B(2)
11 B(2)

12 +B(2)
12 B(2)

22 )

−1
8(3C(1)

111 +C(2)
112 +C(1)

122 +3C(2)
222). (8)

Equations (8) is the coefficient of the non-linear term in the system defined by equation
(6).

4.  

In order to obtain the standard form we shall rescale the state vector y. Setting
x=[x1 x2]T, x1 =zoy1, x2 =zoy2, and l= oh, from equations (1) and (2) we have

ẋ=Ax+ oh$ s'(0)
−v'(0)

v'(0)
s'(0)%x+H2(x)+H3(x)+zo(Ar fr (t))x+ o(o), (9)

where

Ar =Ar (0)=$Ar11

Ar21

Ar12

Ar22%.

We further apply the transformation

x1 = a sin F, x2 = a cos F, F= t+f (10)

and assume that the amplitude a and the phase F are ‘‘slowly varying’’ with respect to
t. Then, by equations (9) and (10), one can show that

ȧ= ohs'(0)a+sin FG1 + cos FG2 + o(o), (11a)

af� = ohv'(0)a+cos FG1 − sin FG2 + o(o), (11b)

where

G1 =zoB(1)
ij xixj + oC(1)

ijk xixjxk +zo(Ar11x1 +Ar12x2) fr (t),

G2 =zoB(2)
ij xixj + oC(2)

ijk xixjxk +zo(Ar21x1 +Ar22x2) fr (t).

As the excitations in equation (11) have a common factor zo, they effectively affect the
corresponding deterministic system just to order o or higher. Therefore, in considering the
stochastic effect we at least approximate the deterministic system up to order o. In other
words, we should consider the second approximation to the deterministic system. On the
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other hand, as the amplitude and phase are ‘‘slowly varying’’, the approximation should
not contain oscillatory terms. Thus, we need to find the second approximation to the terms
in equation (11). Before proceeding further, we express equation (11), with the forcing
terms disregarded at this stage, as

ȧ= ohs'(0)a+ oa3Va +zoa2Ua =zoG(a, F), (12a)

f� = ohv'(0)+ oa2Vf +zoaUf =zoH(a, F), (12b)

where Ua , Va , Uf and vf have been given elsewhere and are not included here for brevity.
Now, we return to the approximation. According to the method of Stratonovich [14]

we set

a= a*+zop(a*, F*), F=F*+zoq(a*, F*), F*= t+f*. (13a, b)

The functions p and q are chosen in such a way that the equations for the new amplitude
a* and phase F*, which are equivalent to equation (12), contain no oscillatory terms
sin kF* and cos kF* (k=1, 2, . . . ).

By the transformation defined in equation (13) and some lengthy algebraic
manipulations, one can obtain

ȧ*= o[s'(0)ha*− rz (a*)3]+ o(o), f� *= o[v'(0)h− s(a*)2]+ o(o), (14a, b)

where rz is given by equation (8) and

s=−1
8[(B

(1)
11 +B(1)

22 )(B(2)
12 −B(1)

11 −3B(1)
22 )+ (B(2)

11 +B(2)
22 )(B(1)

12 −B(2)
22 −3B(2)

11 )

+ 1
3(B

(1)
11 −B(1)

22 −B(2)
12 )(B(1)

22 −B(1)
11 +B(2)

12 )+ 1
3(B

(2)
22 −B(2)

11 −B(1)
12 )(B(2)

11 −B(2)
22 +B(1)

12 )

+ (3C(1)
222 +C(1)

112 −C(2)
122 −3C(2)

111)].

Although the expressions rz in equation (8) and s in equation (14) tally with R and S in
equation (5) of reference [4], it is interesting to note that equation (14) is in terms of second
order approxiamtion a*, while equation (5) in reference [4] is in terms of first order
approximation a.

We can now include the forcing functions of equation (11) into equation (14) and
disregard the asterisks in equation (14) for simplicity:

ȧ= o[s'(0)h− rza2]a+ 1
2 zoaGrr fr (t), (15a)

f� = o[v'(0)h− sa2]+ 1
2 zoHrr fr (t), (15b)

where

Grr =Ar11 +Ar22 + (Ar12 +Ar21) sin 2F+(Ar22 −Ar11) cos 2F,

Hrr =Ar12 −Ar21 + (Ar11 −Ar22) sin 2F+(Ar12 +Ar21) cos 2F.

Equation (15) is the required standard form and is equivalent to equation (1) to o(o).

5.   – 

In equation (15) the characteristic parameters for Hopf bifurcations of the deterministic
system are included. Thus, we can use the stochastic averaging method for equation (15).
Under the hypotheses that the processes (a, f) converge weakly to diffusive Markov
processes governed by a pair of Ito’s equations as o:0, we obtain

da= oma dt+zod1j dwj , df= onf dt+zod2j dwj , (16a, b)
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where wj , j=1, 2, are independent Wiener processes, each having a spectral density of
1/(2p). The matrix [d]= (dij )2×2:

ma =[s'(0)h− rza2]a+ 1
4a[(Ar11 +Ar22)2Sr (0)

+ 3
2(Ar12 +Ar21)2Sr (2)+ 3

2(Ar22 −Ar11)2Sr (2)],

where Sr (v)= fa
0
� fr (t) fr (t+ t)� cos vt dt, in which the angular brackets denote the

mathematical expectation,

nf =v'(0)h− sa2 + 1
4[(Ar11 −Ar22)2 + (Ar12 +Ar21)2]cr (2),

where

cr (v)=g
a

0

� fr (t) fr (t+ t)� sin vt dt,

([d][d]T)11 = (a2/4)[2(Ar11 −Ar22)2Sr (0)+ (Ar12 +Ar21)2Sr (2)+ (Ar22 −Ar11)2Sr (2)],

([d][d]T)12 = (a/4)[2(Ar11 +Ar22)(Ar12 −Ar21)Sr (0),

([d][d]T)22 = (1/4)[2(Ar12 −Ar21)2Sr (0)+ (Ar11 −Ar22)2Sr (2)+ (Ar12 +Ar21)2Sr (2)],

([d][d]T)12 = ([d][d]T)21.

Since equation (16a) is independent of f, the corresponding Fokker–Planck (FK) equation
for (16a) is

1p
1t

=−
1[o(ma )p]

1a
+

12[o([d][d]T)11p]
1a2 , (17)

where p is henceforth the probability density function and is different from that defined
in equation (13).

Setting T= ot and substituting ma and ([d][d]T)11 into equation (17), one obtains

1p
1T

= rz
1

1a
(a3p)+03b

2
− a1 1

1a
(ap)+

b

2
1

1a $a3 1

1a
(p/a)%, (18)

where

a= s'(0)h+ 1
8[KrSr (0)+3grSr (2)], b= 1

4[KrSr (0)+ grSr (2)],

Kr =2(Ar11 +Ar22)2, gr =(Ar12 +Ar21)2 + (Ar22 −Ar11)2.

6. 

We shall now use some results from reference [15]. These results specifically dealt with
the stability of statistical moments of a general single-degree-of-freedom non-linear system.
It is summarized in the following lemma.

Lemma 1 [15]. Consider the partial differential equation

1p/1T= 1
2b�a1(a1+Up)/1a+ 1

2b01(ap)/1a+(p/16)S01[a31(p/a)/1a]/1a, (19)

where b�a q 0, S0 q 0, Uq−1, b0$R1. If Uq 0, and we write g=1−4b0/(pS0), then
�ak�:0 as T:a for gQ 0, and �ak�:constant as T:a for gq 0, where k is an integer
and �ak� denotes the kth order moment of a.
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Comparing equation (18) with equation (19) one finds that

U=2q 0, b�a =2rz , b0 =2(3
2b− a), S0 =8b/p, g=(a− 1

2b)/b.

By the above lemma, when gQ 0 the kth moment �ak�:0 as T:a. For the case in which
gq 0, �ak�:constant as T:a, we obtain aq 1

2b.
By making use of a and b in equation (18), we have an inequality relation for h. From

this relation the following two cases can be obtained.
Case (i). When s'(0)q 0, hq hc , �ak�:constant as T:a; hQ hc , �ak�:0 as T:a.
Case (ii). When s'(0)Q 0, hq hc , �ak�:0 as T:a; hQ hc , �ak�:constant as T:a;

in which the bifurcation point is found at a= b/2 as

hc =−{1/[4s'(0)]}grSr (2). (20)

When s'(0)q 0, one can show that it is associated with a non-linear system having a
negative linear damping coefficient, while s'(0)Q 0 is associated with a non-linear system
possessing a positive damping coefficient. Recall that the bifurcation parameter h is related
to the original bifurcation parameter, l, by

l= eh,

which is the coefficient of the linear damping term in equation (6).
As the gr , which are defined in equation (18) and Sr (2), which is defined in ma of equation

(16a), are positive, the sign of the bifurcation point therefore depends on that of s'(0). By
making use of Theorem 1 and equation (20), the bifurcation diagrams for the system with
stochastic excitations are as summarized in Figure 1. For direct comparison, bifurcation
diagrams of the same system without stochastic excitations are included in Figure 1.

Figure 1. Hopf bifurcations of the single-degree-of-freedom oscillator: ‘‘s’’ and ‘‘u’’ denote stable and unstable
solutions, respectively. (a) Supercritical bifurcations, in which rz q 0 and s'(0)q 0. (b) Subcritical bifurcations,
in which rz q 0 and s'(0)Q 0. The left-hand parts of (a) and (b) are unperturbed (deterministic), while the
right-hand parts are perturbed (stochastic).
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Next, we shall obtain the bifurcation points by finding the steady state solution of
equation (18). To this end, we set 1p/1T=0. It should be emphasized that, by using the
results in either reference [15] or reference [16], one can show that the stationary solution
of equation (18) does exist.

Thus, the stationary probability density function can be found as

p(a)=2(rz /b)(a/b−1/2)G−1(a/b−1/2)a2(a/b−1) e−(rza2/b). (21)

The kth moment of the amplitude a is obtained as

�ak�=g
a

0

akp(a) da=(b/rz )k/2 G[a/b+(k−1)/2]
G(a/b−1/2)

, (22)

provided that aq b/2.
In equations (21) and (22), when each of the denominators is zero the probability density

function and kth order stationary moment bifurcate. Thus, the bifurcation points are given
by a= b/2. These are identical to those defined in equation (20), and have been shown
to agree with those obtained by using the largest Lyapunov exponent [18]. The notion of
bifurcation of non-linear systems under stationary stochastic excitations adopted in the
present investigation is similar to that given in references [7, 8] and is in accordance with
those defined in references [1–3]. One cannot use a/b=1 in equation (21) as a bifurcation
point, since at this value the stationary probability density function is not infinite, and is
not consistent with the notion of bifurcation in references [1–3].

From the above, we see that the bifurcation points are independent of the order of the
moment of the response amplitude. This finding is entirely different from that presented
in reference [4], in that there the bifurcation points are dependent of the order of the
moment of the response. Our present finding agrees with those for other types of
bifurcation, found in references [6, 17]. Furthermore, by making use of a and b defined
in equation (18) one can show that, even for the case in which s'(0)Q 0 and hQ 0, the
statistical moments in equation (22) are real and approach constant values. In other words,
our results for the subcritical case, shown in Figure 1, are correct.

In passing, it should be emphasized that, in the foregoing, the classification of
supercritical and subcritical Hopf bifurcations is in accordance with that presented in
references [2] and [3].

7. 

In this note we have presented a method for dealing with bifurcations in
two-dimensional non-linear systems excited by stationary stochastic disturbances. Our
method is based on the perturbation method, the stochastic averaging of Stratonovich,
some results from the theory of singularity and group theory, and results of stability of
Brouwers [15]. The latter were applied as a lemma which was employed in the bifurcation
analysis. Thus, our method, in which the notion of bifurcation is in accordance with those
defined in references [1–3, 7, 8], is different from those proposed in references [4, 11], for
example. With our method it was found that the bifurcation points are independent of the
order of statistical moments of the amplitude of the response.

With reference to the results presented in Figure 1, it is concluded that, under the
stationary stochastic excitation, bifurcation occurs at a negative bifurcation parameter of
the system that was originally unperturbed and having a supercritical Hopf bifurcation at
a zero bifurcation parameter. Secondly, under the stochastic excitation, bifurcation occurs
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at a positive bifurcation parameter of a system that was originally unperturbed and has
a subcritical Hopf bifurcation at a zero bifurcation parameter.

Finally, it should be mentioned that the bifurcation points for a Van der Pols oscillator
obtained by our method agree qualitatively and quantitatively with those derived from
using the largest Lyapunov exponent approach [18]. In the latter, the largest Lyapunov
exponent of Pardoux and Wihstutz [10] was employed, and it is based on stochastic flow
theory, while the presently proposed method hinged around the Markovian property of
the response process. Our method, however, is capable of identifying the bifurcation points
as well as the type of Hopf bifurcation, whereas the methods based on the largest
Lyapunov exponent, and the probability density function (21) or the moment in equation
(22), for example, can only locate the bifurcation points.
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